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Remark. Iattempted all Questions in Section 1.
For Question 6, I fail to show the independence because the distribution function I get is not consistent.

For Question 8, I am not able to prove that the events {|S,/n| > 1} are independent. ' You cannot. You use X_n/n instead.

Section 1

Question 1. Proof of Lemma 3.3 for any n

Let (Q, %,P) be a probability space and Ay, ..., A, some events in . Show that their generated o-algebras are independent if
and only if for any J = {1,..., n}

P

A

i€]

=[P
i€

Proof. The direction 17” is clear. For the "<=" direction, it suffices to prove that

P

AN Q\A;

iel JjeJ

=[1T]PAIP(Q\ 4))
iel jeJ \/

for any I,J < {1,...,n} with I n J = @. We use induction on the cardinality of J. Base case ] = & i\S)ur assumption. For the
induction case, fix k € J. Write J' = J\ {k}. Then

P{AN[Q\VAj|=P|[NAin [ Q\A;nQ\ A
i€l jeJ iel jet’
=P|(NAN [ Q\Aj|-P|NAinAxn[Q\4;
iel jeJ iel JjeJ

=[TT]P@AIP(Q\A;) -] [] P(ADP(Q\ A;)P(Ap) (induction hypothesis)
i€l jeJ' i€l jeJ'

=[] []PAIP(Q\A;) A -P(A)
iel jeJ'

=[1TIP@AIP(Q\4))
iel jeJ l ! \/

which completes the induction. Hence the o-algebra generated by Ay, ..., A are independent. O

Question 2

Let X1, Xy, ... be independent uniformly distributed random variables on [0, 1]. Let A, be the event that a record high value
occurs at time 7 :

A, ={X;, > X, forall m < n}

Find the probability of A,, and show that A;, Ay, ... are independent. Deduce that, with probability one, infinitely many records
occur.

Now consider double records, that is two records in a row. What is the probability of infinitely many double records?

Proof. LetY, = max X,,. Then byindependence of Xj, ..., X;,—1, \/

lsms<n-1

n—1 n-1
P(Yp<x)= [F"( N X < x}) = [[PXm<0)=x"}
m=1 m=1

4

d
The probability density function of Y, is fy, (y) = d—IP( Y,<x)=(n-1)x""2. Since Xi,..., X,, are independent, X, is inde-

) v



pendent of ¥,,. Hence the joint density of X,, and Y is given by fx, v, (x,y) = (n—1)y""2. Now

1 px 1 1

P =P OG> Y = || fnndwey = [ [n-ny 2= [ lax= 1
{(x,1)€[0,1]2:x>y} 0 Jo 0 n

To prove that (A,)}, is an independent sequence of events, by Theorem 3.5 it suffices to verify that \/

P

Ak

iel

= H P(Ak) \/

iel
for all finite subset I < Z,.. We shall prove by induction on the cardinality of I. The base case I = {*} is trivial.

Induction case: Let I = {ki, ..., kn}, I = {kz, ..., kn}, By := [ ) Ak

kel \/
The joint distribution of Xj, ..., Xj, defines a pushforward measure on the product measure space [0, 11%. Since X1y Xiy
are independent and identically uniformly distributed, for each o € Sy, there is an isomorphism of measure spaces

5: (10,17, & (10,117),Po X & 0Po X ) — (10,117, ((0,117),Po X} & 0Po X 5 )

In particular,
P(Akl)z[ll’(Xklz max Xm):IP(Xg(kl):lmax Xm) V4

1sm<k; <m<k;

forany o € Si,. Note that P(X; = X]-) =0foranyi # j, asitis the Lebesgue measure of the hyperplane x = y in k; -dimensional
Euclidean space. Then we have

. Ky ~ B P(Mker Ax)
[ 2 ptern au) - e(ein ) - PRS0

ki
[P’(BI):ZIP(BIQ{X,-: max X,
i=1

i=1 1sm<k;

By induction hypothesis, P(Bj) = H P(Ag). Hence P
kel

) Ak

kel kel

= H P(A{C)/ This completes the induction. We deduce that

Aj, A, ... are independent.

o0 o0 l
Since Z Ay = Z — = 400, by the second Borel-Cantelli Lemma, A,, occurs infinitely often with probability 1.
n=1 i=1 7

Let C, = AN Ayy1. Then Cy, represents the event that a double record occurs at the (7 + 1)-st time. Then

1 1 1 x
P(Cp) =PA,NA =P(A,)P(A = =—- Ch=1<
(Co) =P(An N A1) = PANP(An1) = —mgs = n+1=>n; n=1<o0
By the first Borel-Cantelli Lemma, double records occur infinitely often with probability 0. O

Question 3. Example 3.9

On ([0,1],48([0,1]),Leb) let X, (w) = 1274 isodd » 7 = 1, where 0 is even. Put differently, X, (w) is the nth digit in the binary
expansion of w. Check that (X,),,»; is an i.i.d. sequence.

k._
Proof. Let Aj, :=

2k-1 2k 2nt
on ’on

1
and A, := U A’,‘l. Then we have X, (w) =14, (w). Note that m(A,) = > Hence P(X;, =0) :F})(n =1)=

k=1
1
> Therandom Varia%s X,, are identically distributed. To show that they are independent, by Corollary 3.8 it suffices to show

that
PX; <xp,..Xn<x,)=PXj<x1)--P(X,, <xp)

for any x1,...,x, € Rand ne Z,. Since P(X, < x) = m(A,) for x € [0,1), it suffices to verify that

1
m =[ImAv=—

-1
kel 271

() Ax

kel

for any finite subset I < Z... We use induction on the cardinality of I. The base case I = {*} is trivial.



Induction case: Let n =max [, I' = I\ {n}, and ¢ = maxI’. For a binary sequence

(@)=Y 2""a; e [0,1]\,/ a; €101}

i=1

whether (a;) € (] Ak is uniquely determined by the values of a; where i € I'. In particular,
kel

(aj) ~(b;)) < Viel :a;=b; \/

defines an equivalence relation which partitions [| Ay into disjoint intervals, each of which has measure 27¢. Let B be one

kel
b b+1 2=y 2" Y (b+1
of the intervals. Then B = | —, ) = , ( )) for some b e {1,...,2%}. therefore
207 2f an 2n
201 (p41) 1 1
BnA,= U A= mBgay=2"""—=27""1=_m®)
k=2n—C-1py1 \) 2 2
]. ! !
Hence m| [ AxN A, | = =m(Nker Ax)- By induction hypothesis, m| (| Ax| =27"!. Hence m| () Ax|=27"1"1 =271,
kel 2 kel kel
This completes the induction. \/ \/ O
Question 4

Let (Q,%,P) be a probability space. Let (X,),>; be a sequence of independent identically distributed real-valued random
variables such that P[X;, =1] = p,P[X;, = —1] =1 — p where p # 1/2. Let Sp := 0 and

n
Sp = ZXk' n=1
k=1

4

[You might, or might not, find Stirling’s formula useful: n! ~ v2rnn"e™".]

Show that the probability of the event {S,, =0 i.o. } is zero.

Proof. The question is discussed in Section 5.9.1 of Part A Proba@(ry.

Note that S, is a Markov chain of period 2. So P(S;, = 0) = 0 for odd n. For S,,, = 0, there are exactly m of X, ..., X2, equal to
1 and the other m equal to -1. Hence by Stirling’s formula,

2m 2m)! \ /Zﬂ(zm)2m+1/2 e—Zm
P(52m=0)=( )pm(l—P)m=Tpm(1—p)m~ P A-p)" = (4p-p)"
m (m!) (V2mmm+1/2 g=m) vam \/
Since p #1/2,4p(1 - p) < 1. So P(S2;, = 0) — 0 exponentially as m — oco. Thus Z P(S2m = 0) < co. By the first Borel-Cantelli
m=1
Lemma, P(S, = 0 infinitely often) < P(S,,, = 0 infinitely often) = 0. \/ O
Question 5

Let (Q,%,P) be a probability space. Let (X,),>; be a sequence of independent identically distributed real-valued random
variables such that

Let So:=0and, foralln=>1,S,:= ¥ _; X.

For x € Z let

Ay :={Sp = x for infinitely many n}, B_:= {li,?linfsn = —oo}, B, := {limsup Sy = oo}

n—oo



(@) LetJy =0 (Xp+1, Xn+2...) and I =02, I. Why is I a o-algebra? Show that B, are  -measurable.
(b) Deduce, using Kolmogorov’s 0-1 law, that P [B_] € {0,1} and P [B,] € {0, 1}. Prove that P[B_] =P [B.].

(c) Using a Borel-Cantelli lemma show that, forall k=1,

limsup (Sy+x — Sn) =k a.s.

n—oo
(d) Deduce from (c) that P [BE N Bi] =0, and therefore that P[B_] =P [B.] =1.

Conclude that, forall x€ Z,P[A,] = 1.

Proof. (a) I is a o-algebra because it is an intersection of the o-algebras 7,,. Now we show that B, € . The case of B_ is
analogous. Fix n € Z,, we show that B, € 7. \/

B+:{limsup8n=oo}= ﬁ {limsupsnzm}: ﬁ ﬁ {Sp=m}= ﬁ ﬁ U {S¢—Sn=m}

n—oo m=1 n—oo m=1k=1¢=k m=1k=1¢zk
[ Ol o]
=N Z Xi=m \/
m=1k=1 k i=n+1
4

By definition X,;41, X542, ... are I ,-measurable functions. Hence Z X; is 7,-measurable for any ¢. Hence
i=n+1

bl

{ Y Xi= m} € 9,.Hence B, € 7,,. Hence B, € I

(b) The same reasoning in (a) shows that limsup S,, and hm 1nf S, are I -measurable random variables. By Kolmogorov’s
n—oo

n
0-1 law, they are constant almost surely. Hence P(B.),’(B-) € {0,1}. Let T,, = =S, = Z —X. Then T, and S,, has the

k=1
same distribution. Hence \/

P(B.) = [P’(lirrlrliorc}fsn = —oo) = [P’(liminf—Tn - —oo) - [P(limsup T, = oo) = [P(limsup Sy = oo) =P(B,)

n—oo n—o0o n—oo V

(c) We have
X 1
{limsup (Spsr—Sn) = } =N { nik — Sn = k— — for infinitely many\j
n—oo m=1 m
={Sp+k — Sn = k for infinitely mapy n}
={Xy+1 ="+ = Xp+x = 1 for infiitely many n}
v
Let A, = {Xp41 == X,4x = 11. Then P(A,) = 2% and Ao, Ay, Ay, ... are independent. We have Z P(A;k) = co. By the
n=0
second Borel-Cantelli Lemma, P(X,,41 = -+ = Xp,4 = 1 for infinitely many n) = 1. Hence limsup (S,+x — S\/ k almost
n—oo
surely. \/
(d) We have
B{nBE = {hmsupSn —hmlnfSn < oo} =JVvnez,:I1Spl<ml
n—oo m=1 \V/,
But

VneZ,:|Splsmys{VneZ,:|Snizm—Snl<2m}c {limsup|8n+3m—8n| sZm}\/

n—oo

which has probability 0 t\)yc). Hence P(B$ N B¢) =0. Then P(B; UB_) = 1. Since P(B;) =P(B-) €,{0, 1}, we deduce that
P(B,)=P(B_)=1. \/

Finally, for x € R we have

A§ ={Sy = x for finitely many n} =(ANeNVn>N S, >x}| JANeENVn>N S, < x}

n—oo

= {li,?lior.}fS” > x}U{limsupSn < x} cBS UBS\/



Then P(AS) <P(BS UBS) <P(BS)+P(B¢) = 0. We conclude that P(A,) \:}

Question 6

Let X;, X> be independent exponentially distributed random variables with parameter one. Let Y; = min{Xj, X} and ¥, =
max{Xi, X»} — Y7. Show that ¥; and Y> are independent. Generalize this to the case of three independent exponential random
variables with parameter one.

Proof. X;, X, ~Exp(1) i.i.d. Then the distribution functions are Fx, (x) = P(X; < x) = 1 —e™*. The distribution function of Y;:

Fy(x) =1-P(Y; > x) = 1-P(X; > 0)P(X2 > x) = 1 —e‘zi‘/

The distribution function of Z = max{Xj, X»}:
Fz()=P(Z<x)=PXi < 0P <) =01-e%* /

Then the distribution function of Y>:
o0
Fy,(x)=P(Z-Y1 <x) :f P(Z-vi<xIY1=y)fr, dy

0
Seems to me

[e.e] [e o]
you assumed independence here? X =f P(Z<x+y)fr,(»)dy =f (1-e @) .22 gy
Try to evaluate joint integral. 0 0

4 1
=l-—e " +_e "
3 2

The joint distribution function of Y; and Y»:
Fy,v, (31, ¥2) =P(Y1 < y1, Y2 < y2) = P(min{Xy, Xo} < y1, max{Xy, Xo} < y2 — y1)
=P(Z <y, —y1)—P(min{X;, X2} > y1, max{Xy, Xo} < yo — y1)

=P(Z<y—-n)-Pnh<Xi<y—-n)P(n<Xe<y2-y)
=(1- e*()’r}’l))z — (e _ef(yzfyﬂ)2

Question 7

For X € £2(Q, Z,P) show that ¢ = E[X] attains the infimum in

inf E[(X - ¢)?]
ceR

Proof. By linearity of the expectation,

E[(X - 0)?] =E[(X - E[X] +E[x] - ¢)*] = E[(X —E[X])? + (E[X] - ¢)* + 2(X — E[X])(E[X] - )]
= E[(X —E[XD)?] + (E[X] - ¢)® + 2(E[X] — EIXDE[X] - ¢) = E[(X - E[X])*] + (E[X] - )
>E[(X -E[X])?]

with equality holds if and only if ¢ = E[X]. \/

Question 8
Let (X,,) ,>» be a sequence of independent random variables such that

1 1
PX,=0l=1-

PXp=nl=P[X,=-n]= ;
2nlogn nlogn

Let S, = X5 +...+ X;,. Prove that 57" — 0 in probability, but not almost surely.



[Hint: show that the variance of S,, is bounded from above by n?/log(n) and deduce the convergence in probability; use a
Borel-Cantelli lemma to consider the almost sure convergence].

Proof. From the given distribution we can compute that E[X,] = 0 and Var(X,) = ? By independence of Xj, ..., X;, we have

Var(s”)— 1Var(8)— i a1
n) n? " - ogk n2 logn  logn \/
By Chebyshev’s inequality, for any € > 0,

d

as n — oo. Hence S;,/n — 0 in probability.

g
n

Sn

n

Sn]
>

E)S‘M — p(
g2

1
6) s e2logn —0
Consider the events A, := {|S;| = n}. Then

P(An) =P(Sul = n)
2P(S,m1>0A X =n)+P(S;-1 <0 A X;,=—n)
=P(S;-1 > 0)P(X;, =n) +P(S;-1 <OP(X, =—n)

=P(Sn-1>0)5 +P(Sy_1 <0)

nlogn 2nlogn
1

- 2nlogn \/

(o) o0
Hence ) P(A,)= ) 2nlog = +o0. If we can prove that the sequence of events {A,} are independent, then by the Second
n=2 n=2 <N10gn
Borel-Cantelli Lemma, we have I’( A, infinitely often) = 1. But Consider the event [X_n|>=n.
e Sn P . Sn ¢
{A, infinitely often} = > 1 for infinitely many n¢ < 4 lim - 0
—00
Hence
. Sn
Pl lim ——0]|=0
n—oo n
The convergence is not almost sure. O

Question 9. Lemma 5.15

Let X, Y be two positive random variables such that
WPX=x)<E[Y1xsy], Vx>0
Show that for, p > 1and g = p/(p—1), we have | X[, < gl Y.

Proof. First we prove the inequality in the case X € £P. The case Y ¢ £7 is trivial so we assume that YinZP.

Let f(x,w) = 1{(x,w):0<x<X(w) b€ amap from [0,00) x Q2 to R. Then we have

f fx,w)dx = X(w), ff(x,w)d[F”(w)zlP(X;x)
0 Q

4

The assumption can be expressed as

xf flesf deP:x”f dePSx”’lf Y fdP
Q Q Q Q

Integrating on [0, 00) and using Fubini’s Theorem:

fowx”Lfdexsfowpr—Ideumdx=>fg(foooxr’fdx)dpsfg(foooxp-lfdx)Yd\u;


96498
附注
We say that X is dominated by Y in distribution if P(X > s) \leq E[Y 1_{X>s}]/s.

96498
附注
Application: Doob's Maximum Inequality


— lf Xl’dums# XPlydp
pJa p-1Ja
= E[XP] < qE[XP7'Y] V4

Since g = p/(1—-p), 1= p~' + g~'. By Holder’s inequality:

1/q
[E[X”‘IY]SIIX”‘1||,7||Y||,,=IIX”/“IIqumlp:||Y||p(fQX”d[P’) =||X||5"’”Yllp\/

Hence
IXID =E[XP] < gE[XP7'Y] < qI XI5 71 Y1, = IXI,<qlYI, v

Next we assume that X ¢ £”. Consider X, := max{X, n} for n € N. Then X,, is bounded on Q. Since Q has finite measure, we
have X, € &£P. Moreover, X,, satifies the inequality:

XP(Xy > 1) < xP(X > 1) <E[V1xsy] V4
By the discussion above, we deduce that || X, || p<q 1Yll,. Since X, 1 X, by Monotone Convergence Theorem we have

||X||p=,;ggo||xn||p<qm4 D

Question 10

Let (Q, %, u) be a probability space and Y € & 1 Show that {X e L% X< IYI} is a uniformly integrable family of random
variables. Suppose now that X, X»,... € PlandE[|X,, - Y]] — 0as n— oco. Show that {X,, : n =1} is uniformly integrable.

Proof. Let{X,} be asequencein A= {X e L% X< IYI}. By Reverse Fatou’s Lemma,

limsup | X,dP< | limsupX,dP < f supXdP = sup | XdP sf sup X dP
n—oo JQ Q n—oo Q XeA XeAJQ QXeA \/
Let f;, = sup X1y x|>n;- Then f,, — 0 pointwise (if we allow random variables to take infinite values on a null set, then this is a
XeA

almost everywhere convergence). Since f,, <|Y| € #?, by Dominated Convergence Theorem,

,}EIC}O_[Qf”dP:fQ,}EgOf”dP:O \/
Hence
,}glgog(gpAfQXlum}dPs,}ggofgfndﬂko v4

We deduce that A is uniformly integrable.

Next, suppose that X,, — Y in #'. We have

f |Xn|dnﬂ>sf |Y|d|]3>+f X, - Y|dP
{1Xnl>K} {1 Xnl>K} {1Xnl>K} \/

for each n € Z,. Fixe > 0. Since | Y| € &1, by Dominated Convergence Theorem,

leldIP—»OaslP(E)—»O V4
E

There exists 6 > 0 such that e

P(E) <6 deIP<
(E) =>EII 2 \/

Since E[| X, — Y|] — 0, by Lemma 4.14 E[| X,|] — E[| Y]]. In particular sup E[| X,|] < M for some M > 0. By Markow’s inequality,

nez,

ElXnl M
P(Xnl>K) < ¥

<
K

4



Let Ky = M/4. So whenever K > Ky,

M
P(Xnl > K) < — <8 => sup Y|dP< < Vv
K nez, J{1Xul>K) 2

E[| X, — Y|l — 0 implies that there exists N € N such that E[|X,, — Y|] < €/2 whenever n > N. For n € {1,...,, N}, there exists
K;, > 0 such that

&
K>K, = |1 X,-Y|dP < = \/
{1 Xnl>K} 2

Hence for K > max{Ky, K3, ..., K;;}, for n > N,

£
f [ X, -Y|dP<E[X,-YII< =
{IXn1>K} 2

andforn< N, \/

f X, - Y|dP<
{1X, > K} 2

Hence €
supf | X, -Y|dP< -
nez, J1x,1>K) 2
Hence
£ €
supf | X, dP < sup |Y|dP + sup | X, -Y|dP<-+—=-—=¢
neZ, JUXn1>K} neZ, JUXn>K} nez, JUXnl>K} 2 2
We conclude that {X,} is uniformly integrable. O

4





