Peize Liu
St. Peter’s College
University of Oxford

Problem Sheet 1
ASQ: Multivariable Calculus

May 6, 2020



Question 1

The function f : R? — R is defined by

flay) = e e #00)

0 for (z,y) = (0,0)

where « > 0. Find the values of « for which f is
(a) continuous at (0,0);

(b) differentiable at (0, 0).

Proof. (a) We change to polar coordinates:

722 | cos® fsin® 0| forr >0
f(r,0) =
0 forr=0

If f is continuous at the origin, then f — 0 asr — 0 for any § € R. Hence we have 2a — 2 >0 = a > 1.

(b) First we compute the partial derivatives. For |zy| > 0, we have

of y* a- a
9r (22 +y2)z(04$ Ha? +y?) - 22 - 2%)
xozflya

= 72973 5in® @ cos® 1 O((or — 2) cos® O + asin® 0)

0

and a—z = 72273 cos® Asin® ! O((a — 2) sin? 6 + acos? ).
For |zy| < 0, we have

g _ _p2a—3 o« a—1 _ 2 2 ai _ _n2a—=3 apnipa—1 _ L2 2

5 = " sin® # cos® ™" O((a — 2) cos” 6 + asin® §), 9y T cos® @sin®" " O((a — 2) sin” 0 + v cos” 0)

of of . . . 3 .

We observe that Pz and 7 are continuous at the origin if and only if 2a — 3 > 0 = a > 2 By Proposition 3.1
in the notes we conclude that f is differentiable at the origin if and only if « > % O

Question 2
A function is called homogeneous of degree k if f(\x) = \* f(z) for all A > 0 and all x € R".
(a) Show that if f is homogeneous of degree k, then
(V@) z) =kf(2).

(b) Show conversely if f satisfies the equation, then f is homogeneous of degree k.

Proof. (a) We have to assume that f is differentiable. Starting from f(\x) = \* f(x), we first differentiate both sides with
respect to z; by chain rule:

of
8@

() = X2 ()

A



Therefore 0; f(\x) = \*~1 f(z) and V f(Az) = N =1V f(z).

Next we differentiable both sides of f(\x) = \* f(x) with respect to A by chain rule:

n 8f B -
i; 3o, (M) - z; = kN1 f ()

Note the LHS is (V f(Ax), ). Substituting the previous equation we have
NIV (@), 2) = kA f(2) = (Vf(2),z) =kf(2)
(b) We define g : R™ x R\{0} — R by
gl ) =2 f(Az) — f(=)

Fix & € R™. Consider the derivative with respect to A:

%(m, A=A X_; xig—;;(/\w) — kAP (O\)
=AM (V) @) — kAT ()
= A (V) Ax) — kf ()
=0

by the equation. Moreover, we know that g(x, 1) = 0. By identity theorem, g(x, A) = O forall A € R\{0} and € R".
Hence we conclude that f is homogeneous of degree k. O

Question 3

The function f : R — R is given by

2
f(z,y) = x%lf for (2,y) # (0,0)

0 for (z,y) = (0.0)
Show that all the directional derivatives of f exist at the origin, but f is not differentiable at the origin.
Proof. We express f in the polar coordinates:
3 cos 0 sin? 0

f(r,0) =< r2cos2 6 + rtsin® 0
0 forr =0

forr >0

We consider the derivative of f at 0 in the direction of (cos 8, sin §). For cos§ = 0, f is identically zero. Hence 9y f(0) = 0.
For cosf # 0:
. f(r0)—f0) 72 cos 0 sin” 0 sin? @
99 f(0) = lim . 012 cos2§ 4 risinlg  cosd

In summary, all directional derivatives exist:

sin” 0 04 ﬁ, 3
Dy f(0) = { cosd 72r 237r
0 for6 = — or —
2 2
. of of . . .
In particular, a—x(O) = a—y(@) = 0. Therefore V f(0) = 0. If f is differentiable at the origin, then we have 9, f(0) =

(Vf(0),(cosf,sinf)) = 0forall @ € R. But 9,4 f = # 0, which is a contradiction. Hence f is not differentiable at



the origin. O

Question 4

In this question we use the Hilbert-Schmidt matrix norm

1Al = {>_ A%,
0,J
Show that if H has Hilbert-Schmidt norm less than 1, then I — H is invertible (you may assume that || AB|| < ||4]| || BI])-

Proof. The inverse of I — H is A := Z H™. We shall prove that the series on the RHS converges. Since M,,«,,(R) is finite-
n=0
dimensional over R, it is trivially a Banach space (Bolzano-Weierstrass Theorem). Hence it suffices to prove that the
series converges absolutely.

k k (') 00
Fork € N, > |H"| < ) _ | H|", which follows from the hint. Hence we have Y~ [|[H"| < ) ||[H|" < oo since

n=0 n=0

n=0 n=0
|H]|| < 1. We infer that Z H™ converges.
n=0
Finally, (I — H)Z H™ = Z H™ — Z H™ = I. Hence I — H is invertible with inverse Z H™. O
n=0 n=0 n=1 n=0

Remark. As suggested in the proof, the result holds for any Banach space, with Hilbert-Schmidt norm replaced by the operator
norm.

Question 5

Let M,,«x,(R) denote the vector space of n x n real matrices. Show that the derivative at the identity of the determinant
function

det : M,yn(R) = R
is

d(det); : h—trh
Deduce that the derivative at an arbitrary invertible matrix A is

d(det)s : h s det A-tr(A=1h)

Proof. Fore > 0and h € M, «,(R), we shall find an expansion of det(I + £h). We have:

det(l +¢eh) = Z (-1)° Hai’g(i)
ogESy i=1
where a; ; = ¢h; j ifi # jand a; ; = 1 + €h; ; if i = j. Then we have

det(I +¢ch) = H(l +ehii)+tole) =1+ {-ZZhi’i +o(e) =detI +trh+o(e)

i=1 1=1
From the expression we infer that det is differentiable at I with differential d(det); : h > trh.

For A € GL(n,R), we have:

det(A+¢ch) =det A-det(I +eA~th) = det A+ det A - tr(A~1h) + o(e)



Therefore det is differentiable at A with differential d(det)s : h+ det A-etr(A~1h). O

Question 6
(@) Show that the set GL(n,R) of invertible matrices is an open set in M, x,(R).
(b) Show that the derivative of the inversion map Inv : GL(n,R) — GL(n,R) is
d(Inv)a : h— —A"thA™1

Hint: look at the case where A is the identity first.

Proof. (a) For A € GL(n,R), let § > 0such that § < HA—1H_1. Then for B € B(A,6), ||A— B| <. Wehave B = A — (A —
B) = A(I — A7Y(A - B)). Since |[A~*(A-B)| < ||[A7'|||lA - B|| < ||[A7!||§ < 1, by Question 4 we know that
I — A~'(A - B) is invertible. Hence B is invertible. B € GL(n,R). We conclude that GL(n, R) is open in M, (R).

(b) For A € GL(n,R), there exists 6 > 0 such that B(4, ) C GL(n,R). For h € GL(n,R) with ||h| < ¢:
(A+h)yt=T+A"h) At

<Z(—A‘1h)"> SATE by Question 4

n=0

= (I —A"h+o(|n]) A"
= AP —AthAT 1 o(|h))

Hence Inv(A + h) — Inv A = d(Inv) 4 (h) + o(||h]|) where d(Inv4) : h — —A~thA~L O



